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ABSTRACT

The adoption of the Sustainable Development Goals (SDGs) and the Education 2030 Framework for Action 
has placed gender parity, equality and inclusion in education at the heart of the international development 
agenda – and is specifically formulated in SDG 4.5. Now, as never before, relevant and contextualised evidence, 
driven in part by robust evaluation data, is needed to track and strengthen progress on educational equity. To 
this end, a group of international organisations, led by UNESCO, have combined efforts to explore how their 
education evaluations can better support Member States to strengthen progress on gender parity, equality 
and inclusion in education.

The following report synthesises evidence from publicly available independent evaluations from 13 
organisations, highlighting evidence gaps and summarising ‘what works’ (for whom and in what contexts) 
for advancing gender equality and equity for vulnerable groups. The study also reports on responses to the 
synthesis from national stakeholders in five countries: Ghana, Guatemala, Lebanon, Nepal and Peru.  The 
report culminates in a discussion and recommendations, which outline the need for greater coordination and 
collaboration in four key areas to further enhance the contribution of evaluations to global and country level 
progress on SDG 4 Target 5.
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Executive summary 

1.   The adoption of the Sustainable Development Goals (SDGs) and the Education 2030 Framework for Action 
has placed equity and inclusion at the heart of the international development agenda. While targets 
for gender parity, equality and inclusion in education appear across SDG 4 (Quality Education), they are 
captured explicitly in SDG 4 Target 5: “By 2030, eliminate gender disparities in education and ensure 
equal access to all levels of education and vocational training for the vulnerable, including persons with 
disabilities, indigenous peoples and children in vulnerable situations”. 

2.   Tackling equity challenges in education will require a collective effort to progress towards inclusive, 
equitable and good-quality education systems and ensure that services reach the poorest, the most 
vulnerable and those who are most often left behind. Now, as never before, relevant and contextualised 
evidence, driven by robust evaluation data, is needed to track and strengthen progress on educational 
equity. 

3.   To this end, the evaluation offices of UNESCO, UNICEF, the Norwegian Agency for Development Cooperation 
(Norad) and the World Bank have combined efforts to explore how evaluations in the field of education 
can better support Member States and strengthen progress towards SDG 4 Target 5. Leading on this 
effort, UNESCO Internal Oversight Service (IOS) Evaluation Office has commissioned the following study, 
which synthesises publicly available evaluation evidence on ‘what works’, for whom and in what contexts 
to advance on gender parity, equality and inclusion of vulnerable group. In doing so, it assesses gaps 
and challenges in existing evaluation evidence. The study also reports on the viewpoints of country level 
stakeholders, gathered through a series of workshops in five countries: Ghana, Guatemala, Lebanon, Nepal 
and Peru. 

Scope, approach and methodology

4. This report draws on a dataset of 147 independent evaluations that were commissioned by the evaluation 
units of 13 UN and other development organisations and published between January 2015 and March 
2019. Evaluations were selected for inclusion when they studied an intervention that occurred in an edu-
cational setting and reported on equity objectives or results.1 

5. The synthesis was conducted in two steps. First, evaluations were coded to allow for a descriptive mapping 
of the evaluation dataset. Second, narrative content analysis was used to analyse evaluation evidence at 
four initiative levels: children, families and communities; teachers and schools; systems and sector-level; 
and thematic. In addition, evidence on interventions for specific disadvantaged populations was reviewed 
and summarised. 

Findings from the descriptive mapping of the evaluation dataset

6.   What is the availability of evaluations covering SDG 4 Target 5? Over the period between 2015 to 
2019, 30-40 education evaluations related to gender equality and equity were produced annually by the 
13 organisations. Geographically, the largest number of evaluations was undertaken in sub-Saharan Africa. 
The vast majority of education evaluations identified in the search process had objectives or outcomes 
related to SDG 4 Target 5. The predominant equity-related focus of these evaluations was on education 
access or participation (rather than completion or learning) and on interventions in basic education 
(understood as primary and / or secondary education) and early childhood education. The measurement 
of equity was often not the primary focus of evaluations when measuring the impact of interventions.  

1. Organisations for inclusion were agreed with UNESCO. 
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7.   What questions and methodologies are used in the evaluations? Questions were typically aimed at 
understanding the effectiveness of an organisation in delivering an intervention or programme of interventions. 
Evaluations usually answer questions related to all five OECD Development Assistance Committee (DAC) criteria, 
though answers to questions on efficiency (cost-effectiveness) and impact are notably weakest. The evaluations 
were typically comprised of desk reviews of Monitoring and Evaluation (M&E) reports and other documents, field 
interviews and site visits and secondary analysis of school level, national or regional data. Only 28 evaluations 
used rigorous quantitative evaluation methods with a counterfactual. A challenge that emerged from this review 
is the need to further strengthen the evidence provided by evaluations of complex, multi-level component 
programmes that aim to support system-level reform. The limited availability, quality and comparability of data 
on equity outcomes were repeatedly noted across the evaluations as limitations. Concluding recommendations 
in the evaluations often focused on implementation considerations, but rarely included an explicit focus on 
mechanisms to improve gender equality and equity in the education initiatives under evaluation. 

8.   What kinds of educational initiatives are included in the evaluations? The largest group of interventions 
evaluated were directed at the level of children, families and communities (e.g., school feeding, cash transfers 
and non-formal life skills programmes). The second largest group of evaluations were of programmes operating 
at the system or sector-level. The smallest number of evaluations (and with the weakest evaluation evidence 
related to equity) was found for interventions at the level of teachers and schools.

9.   What target populations are expected beneficiaries in the activities being evaluated? A large number of 
the interventions evaluated targeted activities for gender (and predominantly girls) as well as activities targeting 
socioeconomic disadvantage and place of residence. Disability and other forms of inequality linked to ethnicity, 
culture or language were less frequently mentioned. An important aspect of this dataset is the large number 
of evaluations of interventions that address the needs of children in fragile and conflicted-affected settings, 
contexts that are rarely the focus of other large scale syntheses of evidence in education.

Lessons about what works to support SDG 4 target 5 

10.   The strongest evidence of impact related to equity and inclusion was found for interventions at the 
level of children, families and communities, especially cash transfers and school feeding programmes. 
Conditional cash transfers improved school attendance among children in poor households in several contexts, 
as did unconditional transfers in others. They can serve to boost enrolment for girls in schools were gender parity 
has not been achieved and can reduce children’s work and household chores. Bursaries may lead to improved 
access to post-secondary education for vulnerable youth and refugees. While school feeding programmes have 
strong positive effects on primary school enrolments, particularly in areas of high food insecurity including 
drought-affected and internally displaced/refugee contexts, unintended results identified include overcrowded 
classrooms, sometimes aggravated by the conversion of classrooms into food storage and eating places and 
additional demands on teaching staff and school management, which may detract from their core educational 
roles. However, constraints and limitations of these interventions are also highlighted by the evaluations. Non-
formal life skills programmes and community-based information and advocacy interventions show some 
promising anecdotal and qualitative evidence for promoting gender equality and improved opportunities for 
vulnerable groups (especially in conflict-affected contexts), but need a larger and more diverse pool of evidence.

11.   Evaluations at the level of teachers and schools (including pedagogy) provided limited evidence of 
impact related to reducing inequity, signaling the need for stronger evaluative evidence in this area.  Still, 
there is evidence to suggest that improved teacher training increases school completion rates, especially for 
girls, in some contexts. In other contexts, programmes for building new schools reduced school drop-out and 
improved perceptions of the quality of school, and the provision of water, sanitation and hygiene (WASH) facilities 
increased school enrolment in arid, pastoralist areas. While results pertaining to information and communication 
technology programmes (ICT) and specifically online learning, reported mixed results, interventions supporting 
the education of children during emergencies show considerable evidence of rapid increases in enrolments in 
refugee camps/host communities following relief responses.

12.   Evidence synthesised from evaluations at the system and thematic levels provided important insights. 
For example, they explored the mixed impacts of new forms of development financing (e.g., results-based aid) 
and point to equity challenges in complex decentralisation and school-based management reform. The limited 
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available evaluation evidence suggested limited impact of results-based financing on school completion, learning 
or gender equality. In one case, findings suggested that while budget support improved overall education 
spending and access, it did not improve policy dialogue in areas beyond access. Read together, evaluations 
at system and thematic levels suggest the need for greater coordination and learning across organisations, a 
finding that was echoed in the country validation workshops. There  is an enormous opportunity to coordinate 
better across organisations to ensure both cross-agency and country-level learning and exchange. This analysis 
also highlighted the need for greater attention to building national capacity, including national capacity for 
monitoring and evaluation of education equity. 

Recommendations and conclusions

13.   Since the adoption of the SDGs, significant work has been carried out to support improved data and indicators 
related to equity and inclusion in education; however, the large volume and range of evaluations conducted 
with reference to equity and inclusion in education has not been matched by a coordinated system to generate, 
synthesise and disseminate equity-focused evaluation evidence. Four overarching recommendations are 
proposed to further strengthen and address educational equality and equity in evaluations by international 
organisations. 

14.    Recommendation 1 - Address evidence gaps:  Agencies should work together to address areas where there 
are key gaps in evaluation evidence for SDG 4 Target 5. Such gap areas include the equity effects of: teacher 
development initiatives, alternative/non-formal education, of school-based management, school grants and 
decentralisation reforms. A particularly important imperative for future evaluations is the question of how 
complex system-level interventions can be better designed to reach children and youth with disabilities, as well 
as indigenous and ethnic minority groups. Evaluation funding should also be focused on areas where there is 
hopeful qualitative evidence but limited quantitative data to support scale-up of interventions.  

15.   Recommendation 2 - Contribute to stronger and more consistently available data: Good quality national 
data on equity and inclusion is a global good. The evaluation units of international organisations can support and 
contribute to national capacity by investing in the work of national partners when collecting data on equity, and 
by building in funding for national actors to monitor and conduct formative evaluations. They can also join forces 
with national technical agencies and data units to ensure that national data systems are strengthened. 

16.   Recommendation 3 - Strengthen evaluation methodologies: Agencies should explore ways to strengthen 
their evaluations by i) incorporating stronger and more consistent equity measures; ii) embedding experimental 
evaluations into the design of system level programme; iii) creating stronger standards for the evaluation of 
system-wide reform programs in education, including through the use of theory-based methodologies; and iv) 
investing in the collection of cost-effectiveness data. Creating a common set of  ‘best practices’ for evaluation in 
these areas would lead to significant advances in the level of knowledge and evidence available related to SDG 
4 Target 5.

17.   Recommendation 4 - Synthesise and collaborate to make evidence more useful to national stakeholders: 
Building on the momentum generated through this collaborative study, and on recent UN commitments 
for greater collaboration and coordination of evaluation work, development partners should foster ways to 
systematically coordinate, synthesise and promote learning from their evaluations. Effective strategies might 
include the creation of a registry of planned or commissioned education evaluations; commitment to regular 
international syntheses of evaluations; and routine efforts to link evaluation evidence to the wider research 
literature on what works. Even more importantly, evaluation offices should consider ways in which they can work 
more closely with governments and other national stakeholders to identify key areas where there are gaps in 
evaluation and to collaborate on all aspects of evaluations from design and identification of questions to learning 
and dissemination. 

18. This study provides a starting point for such future collaboration. It offers a path forward for ways in which 
international evaluations can more effectively support global learning among countries and their development 
partners, ensuring a robust evidence base to support the implementation and scale-up of effective education 
strategies to improve gender parity, equality and inclusion of marginalised groups in education. 
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1. Introduction 

19. Between 2000 and 2015, strong gains were made towards achieving the global education goals set out 
in the Millennium Development Goals (MDGs) and Education For All (EFA) agenda. The world has largely 
achieved the gender parity target at the primary level of education, and has substantially increased the 
overall number of children attending school (UNESCO GEM, 2018). Rates of adult literacy are improving. 
Nevertheless, progress in advancing equity and inclusion has been uneven. The number of out-of-school 
children has remained broadly stagnant, with more girls than boys unable to access education. Less 
than half of countries have achieved gender parity in lower secondary education (UNESCO GMR, 2015). 
Vulnerable populations – including persons with disabilities, indigenous peoples and children in conflict-
affected situations – are often unable to access basic education services. Even where access to education 
has improved, this has not necessarily led to improved learning outcomes for disadvantaged populations 
(UIS, 2018c).

20. The adoption of the Sustainable Development Goals (SDGs) and the Education 2030 Framework for Action 
has placed equity at the heart of the international development agenda. Concerns about equity and 
equality are spread through each of the SDG 4 targets, but are captured explicitly in SDG 4 Target 5: “By 
2030”, eliminate gender disparities in education and ensure equal access to all levels of education and 
vocational training for the vulnerable, including persons with disabilities, indigenous peoples and children 
in vulnerable situations”.

21. Tackling equity challenges will require a collective effort to progress towards inclusive, equitable and good-
quality education systems and ensure that services reach the poorest, the most vulnerable and those who 
are most often left behind. Now, as never before, relevant and contextualised evidence, driven by robust 
evaluation and research data, is needed to track and strengthen progress on educational equity. This is a 
fundamental contribution of the evaluation community but it requires organisations to provide evaluation 
evidence that is synthesised and accessible, and to strategically target resources where there are evidence 
gaps. 

22. To this end, the evaluation offices of UNESCO, UNICEF, the Norwegian Agency for Development Cooperation 
(Norad) and the World Bank have combined efforts to explore how education evaluations can better 
support Member States and strengthen progress towards SDG 4 Target 5. Leading on this effort, UNESCO 
Internal Oversight Service (IOS) Evaluation Office has commissioned the following study, which seeks to 
synthesise publicly available independent evaluation evidence and explore how evaluations can better 
contribute to the achievement of the SDG for education and support country-level progress. The study also 
reports on the views of country-level stakeholders, sought through a series of workshops in five countries: 
Ghana, Guatemala, Lebanon, Nepal and Peru.

23. The study sets a pathway for further collaboration among the evaluation offices of international 
organisations. Its findings and recommendations will be shared at the UN High-Level Political Forum 
(HLPF) to review the Sustainable Development Goals in July 2019 and in a variety of other national and 
international forums. 
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2. Objectives, scope and key questions

24. This evidence synthesis maps a large and diverse body of evaluations in order to examine the extent, range 
and nature of available evidence related to educational equity and inclusion. One of its central goals is 
to identify key evidence gaps and areas where evaluation can be used to support progress towards the 
achievement of SDG 4 Target 5.  The report is organised around a series of guiding questions (see Box 2-1 
below). 

Box 2-1: Key questions that guide the evidence synthesis

Questions 1: To what extent is SDG 4 Target 5 covered by the publicly available evaluations 
undertaken worldwide by major multilateral and bilateral aid agencies since 2015? Among 
those covering SDG 4 Target 5, what types of questions do the evaluations seek to answer 
and using what methodologies? 

Questions 2: According to these evaluations, what kinds of initiatives are taken to address 
gender disparities and other inequalities in education? What are the populations targeted 
by these initiatives being evaluated, e.g., gender, disability, refugee, ethnicity, rurality or 
socioeconomic status? Where do they fit along the theory of change from family to sys-
tems-level interventions? 

Questions 3: What evidence of success is found by the evaluations regarding initiatives that 
tackle gender disparity and exclusion? Where do the evaluations point to initiatives that 
have the potential for replication and what policy actions do the evaluators recommend? 

Questions 4: What do these evaluations tell us about key contextual factors and how they 
interact with these initiatives? What are the barriers and facilitators to effective implemen-
tation of these initiatives?

 

25. The study is comprised of a mapping and structured synthesis of evaluations and their findings. It was 
undertaken through a formal review of publicly available education-related evaluations commissioned 
or conducted by the evaluation units of 17 UN and other multilateral and bilateral organisations between 
January 2015 and March 2019 (see Table 2-1).  It  includes evaluations of initiatives conducted in educational 
settings which report on objectives or results (i.e. output, outcome, impact) for gender parity, equality and 
inclusion of vulnerable groups2. 

26. The review does not include self-evaluations or validations of implementation completion reports; nor 
does it cover research studies conducted by these organisations. Thirteen of the original 17 organisations 
included in the initial search strategy were found to have evaluations meeting the inclusion criteria for this 
study. 

2   Organisations for inclusion were agreed with the reference group of this study. Four organisations did not have  evaluations which met the search criteria: the African Development Bank; 
UNDP; the European Bank for Reconstruction and Development; and Education Cannot Wait.
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Table 21: Organisations with evaluations included in the synthesis

1. Asian Development Bank (ADB)
2. Global Partnership for Education (GPE)
3. Inter-American Development Bank (IADB)
4. Norwegian Agency for Development Cooperation (Norad)
5. UK DFID
6. UNESCO
7. UNICEF
8. UN Women
9. UN Refugee Agency (UNHCR)
10. United Nations Development Programme (UNDP)
11. UNRWA
12. World Food Programme (WFP)
13. World Bank 

 

3. Conceptual framework and analytical approach

27.   This study conceptualises equity and inclusion broadly, looking beyond equity in access to education, 
to school completion and learning (see Box 3-1 for definitions). This conceptualisation is in keeping with 
what UIS explains is the concept of equity embodied in SDG 4 Target 5, which “… broadly refers to different 
concepts related to fairness and compensatory actions that recognise disadvantage”(UIS, 2018a, p. 32). 
Therefore, included evaluations are of any interventions that reported results or had as their objective 
improving education outcomes for disadvantaged or vulnerable groups, including people affected by 
conflict, people with disabilities and people marginalised due to ethnicity, socio-economic status and 
place of abode (e.g., rural children).

28.   Conceptual framework:  Building on the framework employed by Snilstveit  et al. (Snilstveit, B., Stevenson, 
J., Phillips, D., Vojtkova, M., Gallagher, E., Schmidt, T., Eyers, J,. 2015, 2016) in their comprehensive systematic 
review of impact evaluations of education interventions in low- and middle-income countries, evaluations 
were organised according to whether the intervention was focused at one of four levels: 

I. Children, households and communities

II. Teachers and schools (including pedagogy)

III. Education systems and sectors

IV. Thematic (global)

29.   Two of these levels are different from those proposed in the Snilstveit et al. framework, reflecting the 
fact that many of the evaluations included in this study are of complex interventions with multiple sub-
components, while others are of a portfolio of global or cross-national activities.

30.   System- and sector-level interventions:  Many of the evaluations in the dataset are of complex, multi-
component activities that aim to support the reform of multiple levels of intervention of an educational 
system. Included at the system-level are evaluations that focus on sector-level governance, management 
and financing.  
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31.   Thematic and global level interventions:  Evaluations of donor initiatives that are cross-national and 
sometimes cross-sectoral or evaluations that review an organisation’s portfolio of activities on a specific 
theme (e.g., gender equality, peace-building through education) or within a specific level of education 
(e.g., early childhood, higher education).

 

Box 3-1: Dimensions of equity covered in the evaluation synthesis

Access: Children and youth officially registered in a given educational programme, both 
formal and non-formal and regardless of age, by at least one equity dimension (e.g., gender, 
socio-economic status (SES), refugee/displaced). The most common set of indicators in the 
evaluations used to measure access to an educational programme are gross or net enrol-
ment and/or attendance rates, generally stated as ratios by equity dimension. Some evalu-
ations included percentage of children ever accessing school and total years of schooling. 

Completion: how many students have completed primary, secondary or tertiary education 
and progress through the education system by at least one equity dimension. Example indi-
cators include: drop-out rate per education level or education initiative, completion rate by 
education level, survival rate and transition rate to next level of education. 

Learning: Defined as achievement of learning objectives, both cognitive and non-cogni-
tive. Where used, indicators consisted mainly of assessments of literacy and language skills, 
and mathematics, and included percentage of students passing national examinations, ear-
ly learning achievement rates and psycho-social well-being. 
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4. Methodology

32.   Evaluation selection:  Figure 4-1 below provides an overview of the process used to select evaluations 
for the  dataset.  Only publicly available evaluations were considered in order to ensure a transparent 
and reproducible method. English, French and Spanish documents were included. The search process 
resulted in the identification of 582 potentially relevant documents, which were then carefully screened 
based on eligibility criteria (i.e., education setting, independent evaluation, document type, final or end-
line evaluation). Self-evaluations, such as Implementation Completion Reports (ICRs), were not included, 
lowering the yield for some organisations (notably the World Bank). Following the screening process, the 
final dataset for the evidence synthesis included 147 documents. The number of included evaluations is 
significantly larger than originally anticipated, reflecting a substantial volume of evaluation evidence over 
the past few years. Appendix A provides a complete list of the evaluations included in the synthesis.

Figure 4-1: Evaluation search and selection (PRISMA Flow Chart)

582
records screened on title and executive summary

426
records excluded

• Did not report on an initiative in an education setting: 251
• Did not report on an evaluation: 32
• Not an independent evaluation: 105

• Not a final evaluation: 38

576
records identified through 

website and database searching

6
documents identified 

through other sources

9
full-text documents excluded: 

equity not reported in objectives or outcomes

156
full-text records reviewed and assessed for eligibility

147
evaluation documents included in the synthesis

 

33.   Data extraction:  All full-text evaluation documents were uploaded to the Evidence for Policy and Practice 
Information Reviewer (EPPI-Reviewer) software, designed to support systematic review of qualitative 
and quantitative evidence. An EPPI-Reviewer data extraction framework was used to collect and code 
comprehensive descriptive data on each evaluation document. To harmonise and identify elements 
common across the evaluations, data were coded using the SPICE Framework, consisting of five distinct 
features (Moher, D., Liberati, A., Tetzlaff, J., Altman, D.G. & PRISMA Group, 2009):

• Setting (Where?)

• Perspective (For whom?)

• Intervention (What?)

• Comparison/counterfactual (Compared with what?)

• Evaluation (With what result?)
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34.   Additional information was extracted from each evaluation regarding level of intervention using 
the conceptual framework); evaluation and methodological details; education initiative description; 
effectiveness and impact results; other evaluation findings; and lessons learned and policy 
recommendations. The data extraction framework was pilot-tested and modified to ensure the major 
features of the evaluation dataset were captured. 

35.   Data analysis and synthesis: An iterative approach was used for data analysis and synthesis, which started 
by grouping evaluations by key ’levels of intervention’. In addition, evaluations were grouped by target 
population. Key themes and concepts emerging from the evaluations were identified and highlighted 
during this process, using an inductive procedure. This stage of the review was highly iterative, collaborative 
and time intensive, requiring the review team to constantly move between the data, emerging themes 
and findings (Langlois, E.V., Daniels, K. & Akl, E.A., 2018). 

36.   Assessing evidence of success: Unlike syntheses of impact evaluations (which are experimentally 
designed and examine discrete interventions), evaluations in this dataset were frequently of complex, 
multi-component interventions. In these evaluations, qualitative and process tracing methods 
were often used to provide rich contextual information that address questions about how complex 
interventions function, why, for whom and in what contexts. Throughout the analysis, when assessing 
and reporting evidence of success for educational outcomes, the focus was, first and foremost, on the 
subset of evaluations that include impact evaluation methods, such as a comparison/control group or 
appropriate statistical analysis (e.g., propensity scores, difference-in-difference estimation), in order to 
strengthen causal effects and attribution of the initiatives under evaluation. 

37.   For evaluations that use qualitative methods, it is not possible to attribute quantified effects to an intervention. 
However, these evaluations highlight contextual information, encompassing factors such as relevance 
and sustainability of initiatives under evaluation, and barriers and facilitators to implementation of these 
initiatives in education systems. The review also focused on challenges faced when implementing complex, 
multi-component interventions. As noted later, evidence of this kind is largely missing in impact evaluations 
and other experimental designs. Such evidence can be used to point to promising areas of intervention that 
deserve further rigorous evaluation and can provide information about the organisational effectiveness of 
the development actors who sponsor or implement specific interventions with a gender parity, equality and 
inclusion focus.

38.   Peer review and oversight: The commissioning institution, UNESCO’s Internal Oversight Service (IOS) was 
responsible for overseeing this study, and provided peer review and guidance regarding the scope, methodology 
and approach for the study. A reference group led by IOS and comprised of representatives of six organisations 
was formed to play an advisory role in relation to the initiative. The organisations represented included: 
Education Cannot Wait, Norad, UNESCO, UNICEF, the World Bank and the World Food Programme. This reference 
group helped to finalise the study approach and the terms set for inclusion or exclusion of evaluations. They 
also reviewed and advised on initial findings and drafts of the report. 

39.   Limitations:  The evaluations collected for this evidence synthesis are diverse: they ask different types 
of evaluation questions and report on projects, programmes and activities using varied methodologies 
and indicators. As noted above, unlike the evidence maps and systematic reviews of experimental studies 
promoted through the work of other organisations, evaluations in this set rarely report on impact or effect 
sizes using a standard impact evaluation methodology  (Government of Australia, 2017; 3ie, 2019; Sniltsveit 
et al., 2016). Furthermore, the evaluations in this set asked different types of questions; used different 
concepts of inequality; and used a variety of measures to report on outcomes. This variation made the 
synthesis of evaluation findings on outcomes and impact complex and challenging. Further limitations 
were imposed by the study timeframe and resources: 
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•  Resource and time limitations led to the decision to select independent evaluations from a limited 
number of UN and other organisations, and to exclude research evidence published by research and 
other units of each organisation (including impact research studies), as well as mid-term and self-
evaluations. The ‘cut off’ time frame for the evidence collected was limited (four years), particularly when 
compared to other rigorous reviews which often synthesise findings over 10 years or more.

•  The team was not commissioned to systematically situate or compare the report findings to the wider 
research evidence on equity and inclusion. The study does not include research on the evaluation 
practices and policies of included organisations and therefore does not report in-depth on how 
organisations select, prioritise and use their evaluations.

• The team was not commissioned to appraise the methodological quality of individual evaluations3. 
 

40.   Despite these limitations, the findings presented in this report are robust and map the current landscape 
of the education evaluations commissioned by 13 organisations during the period reviewed. This review 
has unique value, especially for identifying key evidence gaps, and will serve to complement other sources 
of synthesised evidence. 

3  This type of quality review was not included in the scope of work for this report but is supported in other similar synthesis efforts – see for example USAID’s recent synthesis of its educa-
tion sector evaluations and its new evaluation quality assurance tool and a DFID funded synthesis of evaluation of landmine action (USAID, 2017, 2018; IOD Parc, 2012).
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5. Evaluations by geography, level of analysis, questions and methodologies 

Question 1.  (a) To what extent is SDG 4 Target 5 covered by the publicly available evalua-
tions undertaken worldwide by major multilateral and bilateral aid agencies since 2015?  (b) 
Among those covering SDG 4 Target 5, what types of questions do the evaluations seek to 
answer and using what methodologies?

 

41.   This section provides a descriptive mapping of the evaluations of education initiatives that include equity 
objectives or results. The section starts by describing how SDG 4 Target 5 is covered within the evaluation 
dataset, and then describes the distribution of the evaluations by type of result(s) reported (i.e., access, 
survival or learning) by donor organisation and by level of education. The section concludes with an 
analysis of the questions asked and methodologies used in the evaluations. 

42.   The vast majority of education initiatives evaluated objectives or outcomes related to SDG 4 Target 
5.  Only 9 of the 156 identified evaluations of education initiatives in the original search were excluded 
because they did not report on objectives or outcomes related to gender parity, equality and inclusion. 
This is good news: even in evaluations of interventions that primarily focus on education quality, learning 
outcomes and building system capacity, attention to equity and inclusion is the norm. While few of the 
evaluations make an explicit reference to SDG 4 Target 5, other SDG 4 targets are mentioned (e.g., early 
childhood education and development, vocational education) and links to SDG 4 Target 5 can be inferred 
in all. 

43.   Improved access to education was more frequently reported as an outcome than survival and 
learning. As shown in Figure 5-1 below, evaluations reported less frequently on equity results related 
to completion and learning outcomes than on access. Some evaluations cite other types of gender and 
equity-relevant outputs and outcomes, such as strengthening gender-responsive and inclusive teaching 
practices, improving employability and life skills of marginalised groups and reducing gender violence 
in schools. The measurement of equity was often not the primary focus of evaluations in measuring the 
impact of interventions. Similarly, data gathered on the equity effects of education initiatives tended to be 
unsystematic and limited to comparisons between groups.
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Figure 5-1: Outputs/outcomes reported in the evaluations 
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Distribution of evaluations by level of education 

44.   A majority of evaluations are of interventions in basic education (i.e. primary and/or secondary 
education), reflecting the focus of the international education community since the launch of the EFA 
movement in 1990. More than 30 evaluations include a focus on early childhood education, typically 
initiatives where pre-primary education is attached to primary schools (6 of these were stand alone, while 
27 were combined with other education levels). These early years’ initiatives focus on improvements in 
equity for marginalised groups such as children with a disability and Roma children and those in refugee 
settings.  

45.   In contrast, evaluation evidence related to tertiary education is scarce. This gap underscores the need for 
more equity-focused evaluations at the tertiary level, especially in light of global data showing that many 
developing countries are grappling to expand this level of education equitably. The lack of evaluation 
evidence may be tied to the absence of an explicit strategy for equity and inclusion in post-secondary 
education among development organisations.
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Figure 5-2: Level of education covered by evaluated initiatives4 
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Distribution of evaluations by organisation

46.   A total of between 30 and 40 evaluations were produced annually by all organisations in the review combined. 
There is considerable variation in the number, type and intervention levels of the evaluations contributed by each 
organisation, as shown in Figure 5-3. UNICEF contributed the largest number of publicly available evaluations 
related to educational equity, followed by WFP. The volume reflects the type of initiatives being sponsored 
by these organisations, which are often of discrete interventions. For example, the WFP regularly evaluates 
its school feeding programmes across different countries. UNICEF, which is highly decentralised, regularly 
publishes evaluations by its regional and country offices on its website, while UNESCO does not, leading to a 
smaller overall number contributed by UNESCO. UNICEF and UNESCO contributed heavily to thematic cross-
national evaluations. 

47.   Norad, the Global Partnership for Education (GPE), the United Kingdom’s Department for International 
Development (DFID), and the World Bank were more likely to contribute evaluations with a strong system 
or sector reform focus. Such evaluations typically report on interventions operating as multiple levels 
of intervention. The smaller share of evaluations contributed by the World Bank (and other multilateral 
development banks) can be explained both by the type of interventions in their education portfolios and 
by their evaluation strategies. For example, World Bank initiatives tend to be complex, multi-component 
and large-scale. It also uses a system of self-evaluation by task managers, followed by review and validation 
by the Independent Evaluation Group (IEG), as a central pillar in its evaluation strategy. As noted earlier, 
these Implementation Completion Reports (ICRs) were excluded from the study because they did not 
fulfil the eligibility criterion of being an independent evaluation. Only fully-fledged Project Performance 
Assessment Reports (PPARs), which involved systematic evaluation by the IEG-WB, were included. 

4   Many interventions use the term “basic education” to include a mix of primary and secondary level interventions. It was not possible to provide disaggregated distributions for these two 
levels. Numbers add to more than 147 as, occasionally,  more than one level of education was included.
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Figure 5-3: Evaluations in the dataset by organisation 
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Distribution of evaluations across regions and countries 

48.   The evaluations are primarily of initiatives in developing countries (Figure 5-4). Geographically, 
the evaluations in the dataset were of initiatives located in 73 low- and middle-income countries.5 
Their distribution mirrors the developing country focus of the major funding provided by most UN and 
multilateral agencies. The largest number of evaluations was undertaken in sub-Saharan Africa (53%). 
Eastern and South-Eastern Asia, South Asia, Northern Africa and Western Asia, and Latin America and the 
Caribbean each shared between 9% and 12% of evaluations. Relatively few evaluations were conducted 
in the Caucasus/Central Asia and Europe/North America. Notably, there is an absence of evaluations from 
the Pacific region. Ethiopia was the country with the largest number of evaluations in the dataset (10), 
followed by South Sudan (6), Malawi (6) and Tanzania (6). The evaluations included evidence from contexts 
that tend to be underreported, among them evaluations from challenging contexts and settings with 
Syrian refugees.

5  This count does not include “global/thematic” evaluations that operated across a large number of countries, unless specific “country case studies” are included in these evaluations.
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Figure 5-4: Evaluation reports by country and region
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Evaluation objectives and methodological approaches 

49.   The main focus of the evaluation questions is typically the organisational effectiveness of the 
agency responsible for delivering the intervention, including its ability to deliver a set of prescribed 
inputs. Evaluation questions are typically written with the sponsoring organisation as their main audience. 
However, as noted in the Introduction, the evaluations in this dataset report on a heterogeneous group of 
programmes and activities, situated at various levels of intervention. Not surprisingly, evaluation questions 
were equally varied and diverse across this set. 

50.   The evaluation questions do not appear to be centrally concerned with contributing to or building 
shared knowledge. It was rare to see questions aimed at assessing the contributions of the evaluation itself 
to the wider evidence-base for specific intervention types. Wider research evidence, including evidence 
from increasingly available randomised control trials of specific interventions was infrequently used to 
anchor evaluative analyses in these evaluations. A good practice demonstrated in some organisations 
was the preparation of regular evaluation syntheses or updates that aim to synthesise evidence from one 
organisation’s education evaluation portfolio (IOD Parc, 2012; UNESCO, 2017; USAID, 2018). Such syntheses 
can be even more valuable when they include research evidence and explore how corporate evaluations 
contribute to this larger body of knowledge. 

51.   Evaluations did not consistently or systematically report on all five of the OECD-DAC evaluation criteria 
(OECD DAC, 1991). There was considerable variation in the extent and depth of reporting on relevance, 
effectiveness, sustainability, efficiency and impact:

•  Relevance, effectiveness and sustainability questions were typically well-reported on, often with 
alignment to local context, policies and goals (although limited specification in the evaluations of 
‘relevant to whom’). Sustainability was typically assessed in terms of funding continuity, not in terms of 
whether results are potentially transformative. Evidence in these domains was rich in contextual detail 
information, fundamental for policy planning and development.

•  Efficiency questions were weakly answered. Data on how economically inputs or costs were transformed 
into results or benefits as measured, for example, by cost-benefit ratios was rare. Advanced analytic skills 
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may be required to conduct an efficiency analysis. Evaluations in the dataset often used qualitative data 
to fill this gap, for instance, asking key informants whether activities were implemented in the most 
efficient way compared to alternatives.

•  Impact was weakly evaluated. As described below, relatively few evaluations included the use of a 
counterfactual or a theory based design against which the project or programme’s impact could be 
measured.  Furthermore, a large number of evaluations note that the monitoring data available were 
insufficient or not reliable.

52.   Evaluations typically adopted a pragmatic and descriptive approach, primarily utilising qualitative 
methods. Most involved triangulating information from desk reviews of project reports and available 
monitoring and evaluation documents, stakeholder interviews, field visits and secondary analysis of 
national, regional or school-level education data. Many evaluations were carried out in crowded spaces 
where multiple development projects were taking place, making attribution difficult. These were, by and 
large, contribution-based evaluation methodologies (Mayne, 2008).

53.   Quantitative methods that developed a counterfactual to ascertain programmatic impact and causality 
were used in less than 20 percent of the evaluations, or 28 overall (Table 5-1). Of these, three evaluations 
included a randomised control trial (RCT) and 17 evaluations adopted quasi-experimental designs, with 
estimation strategies such as regression discontinuity design and propensity score-based weighting 
to improve causal inference. The remaining eight evaluations used natural experiment designs with a 
comparison/control group. In addition to those studies with quantiative counterfactuals in their designs, 
two evaluations in the dataset referred to an impact evaluation conducted as part of the implemented 
project and used data from this research to answer questions about impact. 

Study design No of reports
Randomised control trial 3 
Quasi-experimental design 17 
Natural experiment 8  

54. These evaluations focused on assessing the impacts of precisely defined interventions, primarily cash 
transfers and school feeding, on educational outcomes related to gender equality or equity (see Box 5-1). 

Box 5-1: Evaluations using quantitative counterfactuals 
by intervention type 

• 8 cash transfer programmes
• 5 school feeding programmes
• 3 multi-component programmes
• 3 child-friendly schools
• 2 life skills programmes
• 2 results-based aid
• 2 school infrastructure 
• 2 education management 
• 1 alternative basic education 

 

Table 5-1: Evaluations using quantitative counterfactuals
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55.   An important challenge is how to adapt evaluation methodologies to evaluate the impact of multi-
component system or sector-wide education initiatives. Such large-scale initiatives are becoming ever 
more common as a modality for development assistance. Yet, evaluations that involved complex education 
initiatives often did not reflect this complexity in the nature of the evaluations and the type of impact 
assessed. Instead, they typically focused on delivery of discrete inputs and achievement of expected 
outcomes and rarely sought to explore how components fit together to achieve sustainable, system-
level change. This challenge has been noted in several other recent reports on evaluation in international 
development settings (Samoff, J., Leer, J., and Reddy, M., 2016; USAID, 2018; Dahlgren, 2007).

56.   Theory-based methods show promise when evaluating complex, system-wide initiatives. One 
effective methodology used in a number of evaluations of system-level interventions involved comparing 
how a specific programme or intervention worked across a number of country contexts (see for example, 
GPE Evaluations 10-18)6. A number of evaluations that looked at system-level interventions also started by 
creating a programmatic theory of change  and used this to explore a causal chain in order to systematically 
understand the contribution of the intervention (GPE Evaluations 10 to 18; Norad Evaluations 35 to 39). 
However, evaluations commonly reported that interventions under review were not designed around 
explicit theories of change and either lacked causal models or theories in the project design or had unclear 
result chains. 

57.   The power of comparison between organisational strategies was not used as a methodological lever 
as widely as it could have been. Only one evaluation in the dataset, ‘Evaluation of Norwegian Multilateral 
Support to Basic Education’ (Norad Evaluation 35), explicitly set out to compare the effectiveness of the 
education equity strategies of (UNICEF and GPE). This evaluation combined an explicit theory of change 
and rigorous qualitative country case studies. 

58.   It is rare to see experimental studies integrated into the evaluation of system level interventions. Few 
evaluations in the dataset used methodologies that compared the effectiveness of alternative approaches 
to solving similar challenges. An exception to this was the ‘Evaluation of the Girls Education Challenge 
(GEC) Fund’, which explored the effects of different interventions on girls’ attendance and learning (DFID 
Evaluation 7). However, even in this case, results were often inconclusive due to a lack of sufficient and 
reliable evidence linking individual activities and outputs with specific effects on education outcomes. 
A secondary assessment of the GEC initiative found that there was a gap between experimentation with 
discrete interventions and the ability to link these interventions to sustainable system-level change (ICAI, 
2018). Taken together, the results of this review suggest that more can be done to embed experimental 
methodologies within evaluation designs that aim to understand sustainable reform of education systems. 

59.   There is room for more joint evaluation approaches. A relatively small number of jointly conducted 
evaluations were found in the dataset, highlighting an opportunity for donor agencies to learn and share 
their evaluation processes, as well as reducing the burden on recipient countries and permitting cost-
sharing and broader ownership of findings.  

60.   The use of participatory approaches was limited. Evaluations in the dataset commonly reported using 
participatory approaches through the involvement of stakeholders, during data collection. However, 
participatory approaches often appeared to be nominal and extractive, rather than transformative. 
Stakeholders and beneficiaries rarely appeared to have been engaged in the design of the evaluation or 
selection of evaluation questions. Thus, while it is clear from the evidence collected in these evaluations 
that participatory approaches were beneficial to improving the accuracy and relevance of reported results 
and explaining contextual factors, it is less clear that the methodologies chosen advance the ownership 
and relevance of the evidence for local stakeholders. 

6   Evaluations are cited by organization and are numbered. The full list by organisation and number can be found in Appendix A.
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61.   Data challenges were identified as a severe methodological limitation. Gaps and quality issues are reported 
in the available evidence base for evaluating equity and inclusion. As a result, evaluations use monitoring 
and evaluation data that is largely output and activity-based (e.g., number of beneficiary children enrolled 
in schools as opposed to improved gender equality and equity outcomes). The quality, availability and 
reliability of even these data were often reported as inadequate to measure and analyse outcome-level 
results. This created a significant challenge when seeking to determine efficiency and impact. Furthermore, 
in studies of complex, system or sector-wide reform programmes, a common evaluation finding was that 
national Education Management Information Systems (EMIS) and other statistical platforms were not 
available to provide strong monitoring of outcomes.  This frequently led to recommendations for greater 
investments in national M&E capacity. It was not unusual for evaluators to note that available data were 
not disaggregated beyond gender, thereby not allowing for analysis of equity impacts beyond binary 
gender differences (see Box 5-2).

Box 5-2: Illustrative comments about data quality 

 “[The organisation] was active in supporting the full school participation of marginalised 
children (for example out of school children and those touched by HIV/AIDS), but it articu-
lated no expected results or outcome indicators for this work. Even outputs in this area (e.g., 
improvement in percentage of children acquiring relevant HIV/AIDS knowledge and skills) 
could not be tracked because here were no recorded baseline data.” (Norad Evaluation 38, 
Malawi)

“What you measure is what you get: Because of the prior emphasis on meeting the Edu-
cation For All and Millennium Development Goals of access and gender parity, indicators 
for these aspects have been developed. Data were regularly collected and managed by the 
EMIS. However the goals of increased quality and equity have not been well measured.” 
(Norad Evaluation 39, Nepal)

“It was not possible to monitor equity in the detail that was originally proposed… given lack 
of a comparison group and lack of baseline trends, attribution of outcomes to the project is 
difficult.” (IEG-WB Evaluation 28, Indonesia)

“…there is no pre-post or comparison to allow for causal implications of the programme 
especially as related to equity in learning outcomes…. The equity outcomes were not well 
monitored.” (IEG-WB Evaluation 30, Lao PDR)  
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6. Types of educational initiatives and target populations in the 
evaluations

62.   Responding to Question 2, this section looks at the distribution of the evaluations by levels of intervention: 
(i) child, household and community; (ii) teachers and schools (including pedagogy); (iii) education 
systems; and (iv)global/thematic. It also explores the type of initiatives that are included under each level 
of intervention and the distribution of evaluated intervention by their target populations.

Distribution of evaluations by intervention level and across intervention areas

63.   The majority of evaluations in the dataset are of interventions at the level of children, households and 
communities (Figure 6-1) and focus on school feeding, cash transfers and non-formal education (n = 
46). This reflects the fact that WFP and UNICEF provided the largest number of evaluations overall, and 
often conduct initiatives at these levels. There is also a substantial pool of evaluations of complex, multi-
component interventions that aim to improve education systems or subsectors (n = 44). Twenty-seven 
evaluations are of initiatives at the global level, including evaluations of an organisations’ portfolio of 
activities. 

64.   In contrast, the smallest share of evaluations is of discrete initiatives at the schools and teachers 
level. Interventions at this level include programmes of support for teacher training, school and classroom 
infrastructure; programmes that aim to eliminate school-related gender-based violence; as well as 
programmes that provide integrated packages of teacher training, materials and coaching (as for example 
in the case of programmes that promote ’child-friendly schools)’. Interventions related to teachers and 
schools are also embedded in many system-level programs evaluated, but the evaluative evidence 
provided on them is limited. 

65.   Forty-six evaluations are of interventions at the level of children, households and communities. 
Most of these evaluations were of school feeding, followed by economic incentives such as cash transfers 
and non-formal life skills initiatives focused on girls’ empowerment, entrepreneurship skills, mentoring 
and job shadowing and adult literacy. The following is a broad description of these initiatives and how 
they promote gender equality and equity for vulnerable groups:

•  School feeding initiatives typically include, as a core objective, increased access to pre-primary and 
primary education. School meals constitute a conditional safety net while promoting other benefits, such 
as improved nutrition, attendance and attentiveness for marginalised children. Gender equality is often 
integrated into these initiatives, for example, in contexts that lack gender parity in school enrolment, 
projects might provide a monthly take-home ration to girls as an incentive to attend school. School 
feeding initiatives are also implemented in refugee and other emergency contexts to help support 
achievement of education improvement targets and improved nutrition.  

•  Economic incentives include conditional or unconditional cash transfers for households living in 
poverty, and in some cases girls, and typically have as an objective improved enrolment and attendance 
in primary or secondary school through a cash benefit, thereby reducing financial barriers to education. 
Other initiatives include bursaries to post-secondary education and community development/social 
protection funds to both create employment and build schools. Economic incentive initiatives tend to 
focus on access outcomes in their objectives. The main causal mechanis mthrough which cash transfers 
affected educational outcomes include: decrease of the direct costs of schooling (textbooks, uniforms) 
and indirect costs (loss of income).

•  Non-formal life skills education initiatives conducted in the community were diverse in their objectives, 
often in conflict-affected and fragile contexts, and focused on literacy training, vocational skills, conflict 
resolution and peace-building and mentoring for adolescent girls, among others. A unique aspect of 
these initiatives was their focus on beneficiaries’ psycho-social well-being as a measured outcome.  

•  In addition, there were some examples of community-based interventions such as communications 
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and advocacy programmes that sought to change social norms or mobilise communities to invest in 
education for girls and radio programming that sought to enhance parental engagement and promotion 
of early learning. 

66.   Thirty evaluations were of interventions targeting teachers, teaching and schools. Interventions 
evaluated included programmes of support for teacher training for Child-Friendly Schools, bilingual 
education, gender responsive and inclusive pedagogy, and multi-grade teaching; infrastructure and 
resources for schools such as online learning and distance education, school and classroom construction 
and provision of water, sanitation and hygiene (WASH) facilities; education in emergencies interventions; 
and alternative, flexible education initiatives especially for those in rural and remote contexts. Further 
details about these programmes are provided below:

•  Teacher training initiatives were diverse, sometimes focusing on gender-sensitive and inclusive 
teaching practices, in order to provide a non-discriminatory learning environment. Direct links to school 
enrolment and completion for girls or vulnerable groups were rarely made, but objectives and results 
tend to focus on changes in teacher practices and improved learning environments. 

•  Infrastructure and resources for schools included building and rehabilitating schools and classrooms 
to promote school enrolment, in addition to the provision of WASH facilities, with an objective of 
promoting menstrual hygiene management and improving girls’ enrolment and attendance in school. 
Some initiatives included information and communication technologies (ICT) to facilitate distance and 
open learning opportunities for youth in rural areas; these initiatives focused on secondary, technical 
and vocational education and training (TVET) and higher education. They improve access to schooling 
by increasing the availability of schools and reducing distance and travel time. New or refurbished 
schools attract children. B y improving the learning environment, students’ learning experiences may 
improve. Provision of latrines may be important for ensuring the retention of girls in schools. 

•  Education in emergencies/post-conflict initiatives addressed immediate education needs and 
enabled children to enrol in school, through activities including building temporary learning shelters, 
schools and teacher accommodation, the provision of textbooks and learning materials, recruitment of 
teachers, teacher training, and government coordination. 

67.   Forty-four evaluations were of system- or sector-level interventions which aimed to improve education 
systems or sub-sectors by investing at multiple levels, including in schools, teachers, learning materials, 
and curriculum, as well as national policies and institutional capacities. This category included sector-wide 
education programmes that provided results-based aid, budget support and capacity building support. 
Many of these evaluations included components similar to those described in the Snilstveit et al. study 
(2015, 2016) as system-level intervention – for example, school-based management or decentralisation 
reforms, teacher management/allocation, economic incentives and public-private partnerships, as well 
as improvements in education management information systems, research, policies and legislative 
frameworks.

68.   Twenty-seven global and thematic evaluations were included in the sample. These evaluations 
were of diverse interventions often looking at a cross-national portfolio of activities organised around a 
specific topic or theme, for example, support to higher education, gender equality in education, capacity 
building or support to children affected by conflict and crisis. Three evaluations at the global level focus on 
advocacy and communication: the evaluation of the Global Education Monitoring (GEM) Report, UNICEF’s 
Communications for Development programme and GPE’s Civil Society Education Fund. These evaluations 
typically seek to explore the efficacy of organisational priorities and strategies and, in several cases, include 
country case studies to explore how a variety of contexts shape implementation and outcomes.
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Figure 6-1: Distribution of evaluations by intervention level and across intervention areas
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Target populations addressed in the initiatives under evaluation

69.   When looking at the populations targeted in the interventions evaluated, gender/sex emerges 
as most commonly addressed in the evaluated initiatives (Figure 6-2). Initiatives often targeted 
girls and were sometimes exclusively designed to support girls’ education. A limited number of 
initiatives were specifically targeted towards boys (e.g., UNICEF Evaluation 111), even though several 
evaluations noted that in some contexts more support is needed for boys, especially to reduce drop-
out in secondary school. Only one evaluation involved an initiative that focused on sexual orientation 
and gender identity including target populations such as lesbian, gay, bisexual or transgender. The 
predominant focus on gender/girls in these initiatives is perhaps not surprising given that these 
evaluations report on programmes carried out during the era of the MDGs, which had specific targets 
for girls’ education. 

70.   Socio-economic status and place of residence (urban or rural, sub-national region) are common areas 
for targeting across the evaluated interventions (n = 49 and 37, respectively). Location is a dimension of 
inequality that appears to be relatively easy to measure and document. Several initiatives also targeted 
households living in poverty. An overall concern across these evaluations, however, is the availability of 
good quality disaggregated data to allow for evaluation of the impact of interventions on populations 
facing intersecting inequalities.

71.   A unique aspect of this dataset is the large number of evaluations of interventions that target 
children in fragile, conflicted-affected, displaced and refugee settings. As noted earlier, a large number 
of the interventions evaluated have been implemented in conflict-affected settings, and specifically target 
the needs of displaced children. A unique feature of this evaluation dataset is that it provides insights into 
equity in such settings that are often unavailable.

72.   There is a serious lack of evaluations of interventions that target the needs of children with disability 
and other dimensions of equity, such as marginalisation by race, culture, language and ethnicity. For these 
populations, evaluation evidence is very limited even though these dimensions are widely recognised as 
factors that are likely to create educational disadvantage. 

Figure 6-2: Disadvantaged populations targeted by educational interventions
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7. Lessons from the evaluations about what works to support SDG 4.5

Questions 3
What evidence of success is found by the evaluations regarding initiatives that tackle gender 

disparity and exclusion? Where do the evaluations point to initiatives that have the potential for 
replication and what policy actions do the evaluators recommend?

Questions 4
What do these evaluations tell us about key contextual factors and how they interact with these 
initiatives? What are the barriers and facilitators to effective implementation of these initiatives?

 

73.   This section looks at findings and lessons learned from the evaluation dataset in order to answer Questions 
3 and 4. As described in the methodology section, a narrative approach was used to synthesise evaluation 
findings, recognising that the absence of standardised measures and counterfactual evidence does not 
allow for robust attribution of outcomes or effect sizes. 

Lessons from evaluations of interventions: Child, household and community level 

74.   Interventions at the child, household and community levels include the largest number 
of evaluations with a counterfactual, allowing for a robust assessment of promising areas for 
addressing equity and inclusion. Such interventions primarily addressed barriers and constraints faced 
by households. Evaluation findings can be synthesised by programme type. 

75.   Economic incentives/cash transfer 
programmes. The review included 11 
evaluations of cash transfer programmes 
and an evaluation of a bursary 
initiative (not including the many sub-
evaluations reported in DFID’s Girls 
Education Challenge Initiative (DFID 
Evaluations 2-4), with most evaluations 
including a comparison or control 
group. The initiatives took place in 10 
countries, mostly Eastern and Southern 
Africa and Latin America, and targeted families with children in pre-primary, primary and/or secondary 
school. 

76.   Evaluations based on experimental designs demonstrate that cash transfer programmes have 
positive impacts on school participation among children from poor and vulnerable households. 
As is the case in the wider evidence base captured in systematic reviews (J-Pal, 2017; Snilsveit et. al., 2015 
& 2016; Bauchet et al., 2018; 3iE, 2010), conditional cash transfers improved school attendance among 
children in poor households in Tanzania (UNICEF Evaluation 104), Malawi (UNICEF Evaluation 65), Liberia 
(UNICEF Evaluation 110) and Ethiopia (UNICEF Evaluation 69), as did unconditional transfers in Nigeria 
(UNICEF Evaluation 73). They can serve to boost enrolment for girls in schools were gender parity has 
not been achieved (UNICEF Evaluation 73) and can reduce children’s work and household chores (UNICEF 
Evaluation 80). Bursaries can lead to improved access to post-secondary education for vulnerable youth 
and refugees (UNESCO Evaluation 49) Jordan.

Box 7-1: Cash transfers have a strong impact, but 
some limitations
In this dataset, cash transfers are shown to have strong 
impacts on school attendance (11 studies). Cash transfers 
are among the most widely and most studied of any 
international development intervention – representing the 
largest number (50) of impact evaluations in the Sniltsveit 
et al.’s (2015 & 2016) systematic review.
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77.   Some qualified constraints on the effectiveness of cash transfers are detailed in this evaluation 
set and deserve further exploration. The effects of cash transfers on school completion and dropout 
rates are inconclusive, with at least one evaluation reporting that drop-out rates in the transition to 
secondary school continue in spite of cash transfers (UNICEF Evaluation 98). Cash transfers will not 
work where there is limited supply of schooling (as in a Syrian programme, UNICEF Evaluation 80). One 
evaluation indicated a positive of impact on learning outcomes, likely due to increased time for study 
(Tanzania – UNICEF Evaluation 104).7 On the other hand, qualitative data suggest that cash transfers 
can bring bullying and jealousy towards beneficiaries. They may also negatively impact the quality of 
schooling through sudden increases in enrolment (UNICEF Evaluation 73). Questions about their long-
term sustainability, once donor funding ends, were raised in several evaluations.

78.   School feeding programmes have strong positive effects on primary school enrolments, particularly 
in areas of high food insecurity including drought-affected and internally displaced/refugee contexts, 
based on the 20 evaluations of interventions in our dataset, including five with a comparison control 
group. School feeding programmes can be particularly impactful for girls and internally displaced 
populations, including in Ethiopia (WFP Evaluation 146), Kenya (WFP Evaluation 133) and South Sudan 
(WFP Evaluation 140). As with cash transfers, school feeding programmes appear to have less conclusive 
effects where children are already in school (Cambodia, WFP Evaluation 134; Lao PDR, WFP Evaluation 
136). The evaluations in the dataset provide some positive evidence to support the effects of school 
feeding on improvements in school completion and drop-out rates, in keeping with an emerging 
evidence base that points to strong causal links between school feeding and retention (see for example, 
Aurino, E., Tranchant, J.-P., Sekou Diallo, A., and Gelli, 2018; Tranchant, J.-P., Gelli, A., Bliznashkab, L., Sekou 
Diallo, A., Sacko, M., Assima, A., Masset, E. 2018; Gelli, A., Masset, E., Folson, G., Kusi, A., Arhinful, D. K., 
Asante, F., Drake, L., 2016). However, several evaluations note that high primary school drop-out rates 
remain of concern and often relate to employment for boys and early marriage for girls. 

79.   This dataset is inconclusive about the effects of school feeding effects on learning outcomes, in 
contrast to more hopeful outcomes found in some other impact evaluations and systematic reviews 
(Snilstveit et al., 2015; Bashir, Lockheed, Ninan and Tan, 2018, p. 180; Aurino et al., 2018; Gelli et al., 2016; 
Bundy, de Silva, Patton and Horton, 2018). There is a need for more regular collection of learning outcome 
data in this area. 

80.   Sustainability and unintended outcomes are noted challenges in evaluations of school feeding 
programmes. Unintended results identified include overcrowded classrooms, sometimes aggravated 
by the conversion of classrooms into food storage and eating places and additional demands 
on teaching staff and school management, which may detract from their core educational roles. 
Sustainability of externally sourced foods is also a challenge to which organisations have responded 
through the piloting of new approaches, including 
local sourcing of food and use of cash transfers (i.e., 
Kenya, WFP Evaluation 133). The WFP also reports 
that it is exploring the cost-effectiveness of school 
feeding programmes..

81.   Non-formal life skills interventions. The review 
included nine evaluations of non-formal education 
life skills initiatives, several of which were directed at 
adolescent youth and young adults in conflict-affected 
contexts. In addition, several system interventions 
includes investments in alternative education, among 
them one of an adult education initiative. These included 
novel initiatives aimed at changing youth behaviours, attitudes or engagement in Somalia (UNICEF 
Evaluation 87) and South Sudan (UNICEF Evaluation 113). There is a real need for further experimental 
evidence on them in order to test their efficacy for further scaling. Non-formal life skills interventions 
are reported as having the potential to improve transitions from school-to-work, entrepreneurship and 
employability skills and psycho-social outcomes including confidence and empowerment. 

Box 7-2: Better evidence on non-formal 
education is needed
Alternative education, life skills education 
and programs for accelerated learning 
are frequently evaluated by international 
organisations, typically using poor quality 
data on outcomes and impacts. There is 
a clear need for better evidence on what 
works and why for this type of intervention.
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82.   Community-based information and advocacy interventions are evaluated in 6 discrete initiatives 
specifically focused on behaviour and social change among the wider community; and four strategies (i.e., 
UNICEF Communications for Development - C4D) focused on provision of education-related information 
to community members including parents and teachers. The interventions primarily focused on cross-
cutting issues such as participation and gender equality. Several global/thematic level interventions also 
included communications and advocacy components – such as a multi-country programme by UNICEF 
to support communication for development, which found inconclusive effects from its educational 
components (UNICEF Evaluations 92, 117-119). Qualitative evidence provided of community-based 
activities, such as radio programming, community workshops and mothers’ groups, indicated they hold 
promise for improving attitudes towards girls’ education (e.g., DFID Evaluation 4); however, as indicated in 
other systematic reviews, there is an overall lack of consistent evidence of impact in this area (Snilstveit et 
al., 2016).

Lessons from evaluations of interventions: Teachers and schools level

83.   Evaluations of interventions that specifically targeted teachers and schools comprised a small 
share of evaluations in the overall dataset, and only 7 evaluations of interventions at this level include a 
comparison/counterfactual. In general, they tend to provide data regarding the timeliness and quality 
of inputs into education processes (e.g., number of schools constructed, types of training delivered), 
rather than impacts on learning and other child-level outcomes. Few evaluations in this dataset look 
at interventions that use incentives or rewards to shape the behaviours of teachers, an area that has 
inconsistent outcomes according to the wider impact evaluation literature (Evans & Popova, 2016; 
Snilstveit, 2016, p. 34).  

84.   Most evaluations do not demonstrate strong causal linkages between teacher development or 
other pedagogical inputs and more equitable distribution of learning outcomes. The evaluation 
dataset included 14 evaluations of teacher training initiatives, as well as numerous evaluations of system-
level interventions that included teacher training and other pedagogical components. However, the 
evaluations in this dataset are not able to tell us with any rigour whether the evaluated approaches improve 
equity in student enrolment or learning, as this type of data is rarely collected. There is some evidence to 
suggest that improved teacher training increases school completion rates, especially for girls, in Burkina 
Faso (UNICEF Evaluation 75). Most evaluations focus on intermediary factors, such as observations of how 
often girls are asked questions by teachers (compared to boys) and teachers’ identification and inclusion 
of children with additional leaning needs in their question-asking practices (UNICEF Evaluation 91). 

85.   Many of the evaluations were of interventions focused on training teachers to use inclusive or 
child-centered pedagogies, which evaluators often reported as promising (e.g., UNICEF Evaluations 
75, 91). This is in keeping with a growing literature that highlights the impact of structured pedagogical 
programmes on learning outcomes, emphasizing the value of coaching teachers to tailor their instruction 
to the learning levels and needs of students (Snilsveit et al., 2016; Popova et al., 2018; Evans & Popova, 
2016). 

86.   There is an urgent need for future evaluations that compare the equity impacts and cost effectiveness 
of different approaches to pre-service and in-service teacher training and other packages of 
pedagogical inputs, in part because both equity-focused disaggregation and cost data is missing both 
from this dataset and in many impact evaluations of teaching and learning interventions. Evaluations in 
this area rarely include measures of impact on learning outcomes. 

87.   Most evaluations of infrastructure interventions do not provide good quality disaggregated data 
about their impact on equity. In system-level interventions, evaluative evidence typically focuses on 
showing whether the delivery organisation is effective at ensuring that infrastructure is built or delivered 
(or rehabilitated). The review included six evaluations of the provision of infrastructure in the form of 
ICT, construction or rehabilitation of school buildings/classrooms and WASH facilities. Most system-level 
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interventions also include intervention components in these areas. The evaluation evidence in this dataset 
suggests that school construction has positive outcomes in areas where there is a lack of available school 
buildings, for example, in providing access to education in conflict-affected areas in East Jerusalem and 
Gaza (UNDP Evaluation 58; UNICEF Evaluation 96). Programmes for building new schools reduced school 
drop-out and improved perceptions of the quality of school in Malawi (UNICEF Evaluation 112), while the 
provision of water, sanitation and hygiene (WASH) facilities increased school enrolment in arid, pastoralist 
areas in Kenya (UNICEF Evaluation 84). 

88.   Results pertaining to information and communication technology programmes (ICT) and 
specifically online learning, report mixed results, consistent with findings from other systematic 
reviews (Sniltsveit et al., 2016). In Argentina, virtual classrooms facilitated access to secondary 
education for adolescents and young indigenous people in isolated and difficult-to-access areas 
(UNICEF Evaluation 95). In Sri Lanka, an evaluation found that online post-secondary education did 
not improve enrolment among rural students, especially for female students (IED-ADB Evaluation 19).

89.   Interventions supporting the education of children during emergencies show considerable evidence 
of rapid increases in enrolments in refugee camps/host communities following relief responses. However, 
challenges are identified in a number of evaluations, including transition to formal education and lack of 
support for adolescents. There is a widely recognised need for longer-term strategies for collaboration 
with host governments and systems, and for deeper reflection about the sustainability of emergency 
education programmes (Burde, Guven, Kelcey, Lahmann, Al-Abbadi, 2015). This reflects the fact that 
displaced populations face longer term and sometimes permanent relocation (Dryden-Peterson, 2018). 

90.   School-based management, school improvement plans, school grants and other decentralisation 
reforms can raise challenges for equity. Many of the system-level programmes evaluated included 
components related to school-based management, school improvement plans and school grants. While 
this type of intervention was rarely rigorously evaluated, core lessons about challenges encountered 
in delivering them emerged from the dataset. For example, an evaluation of a programme by the IEG-
WB in Philippines noted that there was insufficient attention to different forms of inequality in the 
design of a school grants programme (IEG-WB Evaluation 33). In Nepal, an evaluation noted that the 
schoolbased management rested on untested evidence and did not appropriately assess the capacity 
needed for large scale decentralisation reform and had a theory of change that was “not convincing 
on equity links to school based management” (IEG-WB Evaluation 27). A GPE evaluation in Sierra 
Leone suggested limited impact of performance-based school grants (GPE Evaluation 15), while in 
Zimbabwe, a school grants programme was described as “overly ambitious” resulting in schools being 
overwhelmed and losing a key focus on equity (UNICEF Evaluation 109). Other evaluations are more 
hopeful about school improvement planning especially linked to school grants (IEG-WB Evaluation 26; 
Norad Evaluation 35). 

91.   The need for more evidence on decentralisation reforms comes out clearly from these evaluations, 
mirroring the inconsistent findings about their impact on equity and learning outcomes discussed in 
other systematic reviews (Carr-Hill et al., 2014; Eddy-Spicer et al., 2016; Samoff et al., 2016, p. 27).

Lessons from the systems level and thematic evaluations

92.   Evaluations of system or thematic level interventions rarely include evidence that has a strong 
counterfactual or comparison group and they inconsistently used theory-based approaches that 
are commonly recommended for studying complex interventions (Weiss, 1997; White, 2009). While 
many of these evaluations include components at all levels (child, community, teacher, school) evaluation 
evidence in the majority of system-level evaluations does not provide detailed and rigorous evidence 
about what works. Thus, this study highlights cross-cutting lessons that emerge across two or more system 
and thematic level evaluations. These findings are not specific to sub-component interventions at the 
children, households and communities and teachers- and schools levels. 
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93.   New types of financing are reported as having mixed success: Several evaluations in the dataset 
look at the effectiveness of different forms of donor financing, including 10 evaluations that report 
on results-based financing (DFID Evaluations 1 and 85; GPE Evaluations 10-17). Among these, the two 
DFID evaluations, based on quasi-experimental designs, suggested limited impact of results-based 
financing on school completion, learning or gender equality. In neither instance do they create strong 
incentives for governments to change their programmes or allocations, despite targeted funding 
for improvements in equity. These findings align with recent literature on this form of aid, which has 
concluded that there is no evidence that payment by results leads to fundamentally more innovation 
or autonomy, with the overall range of success and failure broadly similar to other aid projects 
(Clist, 2018). However, evaluations from the GPE, based on qualitative evidence, suggest that such 
interventions may improve and focus policy dialogue during the planning phase, including on matters 
related to equity, including equity of learning outcomes.

94.   Pooled sector financing and budget support modalities receive mixed evaluations. These aid 
modalities are generally understood to promote country ownership and aid effectiveness (GPE 
Evaluations 10-18; Norad Evaluation 39). In Sierra Leone, findings suggested that while budget support 
improved overall education spending and access, it did not improve policy dialogue in areas beyond 
access (DFID Evaluation 5). In GPE evaluations, a common finding was that, despite a commitment to 
pooled approaches, in only three countries were such modalities actually used by donors. 

95.   Sector plans and sector-wide programmes may be too complex.  A common finding across system-
level evaluations is that the programmes are too complex and ambitious, often underestimating the time, 
resources and capacity needed for their implementation. This is particularly well illustrated in the GPE 
evaluation synthesis, Norad Basic Education Evaluation synthesis and case studies, both of which highlight 
the fact that the sector plans themselves, while improving, typically lack achievability, prioritisation and 
are so complex that they often lead to low rates of implementation. Other evaluations also emphasise 
complexity in country programme designs (Zimbabwe, UNICEF Evaluation 109; Sri Lanka, IED-ADB 
Evaluation 19; Nepal, IEG-WB Evaluation 27).

96.   Equity often stops at universal access 
and gender parity, while disability, 
language and ethnicity are often 
neglected. One of the most intriguing 
findings across evaluations pertains to the 
definitions of, and objectives for, equity 
within system-level interventions. While 
these problems may be related to the 
targets and objectives set in the MDG/
EFA era, they highlight the opportunity 
and need for much more precise and 
differentiated goals and measures of 
equity in evaluations. For example, 
several evaluations note that definitions 
and measures of equity tend to equate 
universal access with equity, based on 
the assumption that improving access 
through mass expansion will solve key 
equity challenges. This leads to missed 
opportunities to target interventions 
effectively to those most in need, or to 
measure outcomes for different disadvantaged groups (Brazil, Bulgaria, Philippines IEG-WB Evaluations 
24, 31, 33; Norad Evaluations 35-39; GPE Evaluations 10, 18). See Box 7-3.

Box 7-3: Illustrative comments on equity and access 
objectives in system-level interventions

“Equity objectives require clear definition and 
measurement…. In this operation equity was stated 
as an objective, but the equity concern was not clearly 
articulated or measured… Equity was defined in terms of 
school-level performance; the selection/targeting process 
was weak and didn’t meet those most in need.” (IEG-WB 
Evaluation 24, Brazil)
“ ..the clarity of the objective to improve equity in learning 
outcomes had important shortcomings. Both projects 
implicitly mix a more traditional definition of equity  - 
relative to improvements among certain vulnerable or 
disadvantaged populations – with an interpretation 
that focuses on access for all as an approach that will, 
by definition, capture the less advantaged.” (IEG-WB 
Evaluation 33, Philippines)
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97.   Evaluations frequently point to a failure to move 
beyond gender parity to parity among other 
population groups, as a measure of equity (GPE 
Evaluations 10-18; Norad Evaluations 35-39), while 
others point to a failure to consider “learning outcomes” 
as an equity concern (Norad Evaluations 35, 38). 
Many evaluations at both system and thematic levels 
report on a lack of focus on disability and inclusion 
in the programme designs and in available data on 
outcomes. As summarized in a Norad evaluation, 
“while most countries have made progress in gender 
equality at the early school levels, this is not the case 
as regards the equity of linguistic minorities, disabled 
children and poor children” (p. 3). Good recent guidelines and studies point to the potential for common 
approaches to measurement and evaluation in this area (Education Equity Research Initiative, 2017a and 
2017b; Rose & Alcott, 2015; UIS, 2018b and 2018c).

98.   Capacity development is a common challenge. Many system-level and thematic-level interventions 
include components related to building national capacity for delivering strong equity and quality 
outcomes in education. Evaluations consistently point to weaknesses in capacity building components 
of these larger programs, while at the same time highlighting areas of good practice. For example, GPE 
and Norad evaluations find that sector-wide programs do not adequately assess capacity gaps within the 
Ministry (GPE Evaluations #10-18; Norad Evaluations #35-39). Several other evaluations point to inadequate 
attention to subnational capacity needs for programmes that involve large-scale decentralisation reforms 
and school-based management (e.g., Ghana, UNICEF Evaluation 66; Nepal, IEG-WB Evaluation 27).  Both 
UNICEF and DFID have created targeted ’national capacity development programs, and technical assistance 
funding is also included in many sector programs; however, this is often not designed systematically and 
with an eye to sustainability. These capacity development programmes are often supply-driven and do 
not have adequate ’use cases’ or systematic needs assessments. They are better at building the capacity 
of individuals, than institutions. 

99.   Evaluations repeatedly call for greater investment 
in equity-responsive monitoring and data at the 
national level. In particular, there is a widespread call 
for improving the ability of EMIS to monitor outcomes 
for linguistic minorities, children with disabilities 
and children from poor households. The importance 
of UNICEF-led work on Out-of-School Children, 
which supported countries like Nepal and Ghana in 
improving their monitoring of disadvantaged children 
is highlighted in several of the country evaluations. 

100.     Room for improvement on gender equality and education:  More than any other area in our dataset, 
gender equality emerged as a consistent focus, including in a larger number of evaluations at the 
systems and thematic level (UNESCO Evaluation 52; IED-ADB Evaluation 20; UNICEF Evaluation 78; OVE-
IADB Evaluation 34). Despite widely acknowledged successes in closing the gender gap, these corporate 
portfolio evaluations highlight several common challenges: 

•  Organisations are sometimes opportunistic rather than systematic in their gender equality work, in part 
driven by funding availability. They also face challenges in balancing a focus on initiatives for girls with 
strategic impacts on policies and cross-portfolio gender mainstreaming. These evaluations recognise 
the need for more disaggregated evaluative evidence across studies at all levels and intervention types; 
and also indicate an evidence gap in evaluating the relative merits of systemic/universal interventions 
on girls (as versus targeted interventions). Both issues are the subject of calls for more evidence in recent 
evidence syntheses on gender and education (Evans & Yuan, 2019; Rose & Yorke, 2019).

Box 7-4: Disability is neglected

“…the fervor put into parity of girls primary 
school enrollments has not et been applied 
to [other] types of equity.” (Norad Evaluations 
35-39) 

“…limited progress was observed on 
learners with special needs” (GPE Evaluations 
10-18).

Box 7-5: Out of School Children initiative 
(OOSCI)

This Initiative is noted in several evaluations 
as playing a cutting edge role in filling 
capacity gaps in the monitoring of equity, 
but more needs to be done to ensure 
country capacity to monitor equity 
outcomes (UNICEF Evaluation 120).
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•  A common issue highlighted in thematic gender evaluations is the need to move forward 
from a focus on access, to gender equity in completion, equity at higher educational levels and 
equality in learning outcomes. In addition, as illustrated by the set of evaluations of DFID’s Girls’ 
Education Challenge, there are untapped opportunities for greater use of comparative and impact 
methodologies to better allow policy-makers to select the right mix of interventions to advance 
gender equality (DFID Evaluations 2,3).

101.   Global-level strategies can be better linked to 
country needs. Several evaluations in the dataset 
report on a portfolio of interventions or a thematic 
strategy. Findings are quite varied from these 
evaluations and difficult to synthesise. What comes 
out clearly is the importance of ensuring that there 
is a strong communication with country partners 
about how to interpret and implement objectives set 
at the global level. Thematic evaluations contributed 
by UNICEF, UNHCR, UNESCO and NORAD on thematic 
work in areas like gender equality, education in 
emergencies, out-of-school children and others, 
emphasise the need for greater synthesis and 
sharing of lessons learned from across organisational 
portfolios.  

102.   Read together, evaluations at system and thematic levels suggest the need for greater coordination 
and learning across organisations, a finding that was echoed in the country validation workshops 
described in the next section. Organisations are generating important data on how to improve their 
own activities, which are often of relevance to the work of other development partners. Some countries, 
for example, Nepal, have had multiple organisations evaluating achievements in the education sector, 
with limited signs of coordination. Yet evaluations are not systematically planned or shared to maximise 
these synergies and opportunities for cumulative learning. Some organisations do provide good quality 
evidence synthesis from their evaluations, but these are typically used for internal learning.7  From 
a rapid review of major systematic reviews and evidence synthesis, we found that evaluations in our 
dataset are rarely cited in the other systematic and rigorous reviews. As suggested in previous reviews of 
education sector evaluations conducted by international development actors (Samoff et al., 2016), and 
in other recent overviews of education evidence (Magrath, Aslam, Johnson, 2019), there is an enormous 
opportunity to coordinate better across organisations to ensure both cross-agency and country-level 
learning and exchange.

Cross-cutting lessons for populations affected by inequality and exclusion

103.   Gender/girls. The number of evaluations focusing on gender equality illustrated that girls’ education 
constitutes a significant investment in evaluation work, both symbolically and financially. The evaluations 
provided evidence that initiatives that reduce financial barriers or provide an incentive (e.g., school feeding, 
upgrading facilities) can be effective ways of encouraging school participation and attendance among 
girls (e.g., DFID Evaluation 4; UNICEF Evaluation 73; WFP Evaluation 132). Success in some settings required 
addressing the needs of marginalised girls, while at the same time responding to cultural backlash against girls 
for receiving priority treatment (UNICEF Evaluation 73). Interventions reviewed, though effective in promoting 
girls’ education in primary school, were often not enough to sustain results through to secondary or higher 
levels of education, nor to ensure equity in learning outcomes. 

104.   Evaluations revealed the complexity of working on girls’ education issues. Multi-dimensional barriers to 
girls’ education include poverty, insecurity, drought and other climate-related emergencies in contexts 
where marginalised girls are located. Evaluations noted that these types of circumstances increase pressure 
to marry early or support their families with income generation. Violence and safety issues also affected 
girls’ abilities to attend school, especially in the later grades (UNICEF Evaluations 80, 108 and 123). 

7   For some good examples of this type of synthesis see USAID’s recent synthesis of its education evaluations (USAID, 2018); the synthesis commissioned by DFID on landmine 
interventions (IOD Parc 2012); and Samoff et al.’s (2016) synthesis and review of evaluations commissioned by Sweden.

Box 7-6: Greater coordination and peer 
learning exchange

Thematic and system level evaluations 
demonstrate a clear need for greater 
coordination and learning across 
organisations – and for better coordination 
at the country level to ensure that 
evaluations support the sharing and use of 
evidence about SDG 4 Target 5.
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105.   Eliminating and addressing these types of multiple and longstanding causes of inequity within short 
project cycles (i.e., less than 5 years) was reported as an implausible goal (DFID Evaluation 4). Another 
finding was that interventions lacked a cohesive and consistent approach to identifying and addressing 
the needs of the most marginalised girls (UNICEF Evaluation 82; DFID Evaluation 2). The complexity and 
context-specific nature of the challenges in girls’ education make it extremely difficult to design a single 
solution of what works. Evaluations report that more focus is needed on promoting gender equity in 
enrolment and learning outcomes in the higher grades of basic education, as well as more system-wide 
work to promote the interests and needs of marginalised girls in national education systems and policy 
advocacy work, for example, addressing gender equality in educational leadership. 

106.   Indigenous and other ethnic, linguistic and religious minority groups. These initiatives can be 
broadly grouped into two types: those that bring educational access to minority, out-of-school children 
in remote areas through the provision of flexible, alternative education and virtual education, and those 
directed at improving quality learning environments through multi-lingual or ’first-language-first’ 
education. Effective initiatives tend to occur at the teachers-schools level, including adapting teacher 
training, the curriculum and how it is delivered, and introducing new technology to meet the local needs 
of a community (UNICEF Evaluations 74 and 95). Mother-tongue bilingual education has shown evidence 
of effectiveness in improving learning outcomes for indigenous and ethnic minority children and youth, 
although causal inferences remained unqualified (UNICEF Evaluations 115, 121). 

107.   A common challenge identified in the evaluations was transition into formal education systems (UNICEF 
Evaluation 74). Furthermore, there is limited evaluation evidence of initiatives of system-level policies, 
programmes and support to improving Indigenous and minority educational outcomes, for example, 
more equitable funding structures and improvements to values, norms, actions and relationships. 
Evaluations noted insufficient priority given at regional and national levels constrains the sustainability 
and full quality delivery of these interventions as mainstream education modalities for these marginalised 
communities. Negative perceptions of multi-lingual education among policy elites, and “reactive political 
pressures” to maintain the dominant language as the exclusive language of learning (UNICEF Evaluation 
115) points to the complexity of politics and power issues and their impact on equity for ethnic minority 
students. It also reinforces the need for greater capacity-building at the government/school leadership 
levels. 

108.   Disabled persons. Despite the strong inclusion of overall equity objectives across evaluations, they have 
little to say on promoting equity for disabled students. Even in those interventions that included inclusive 
education or disability as a target or objective, evaluators frequently noted that no evidence was provided 
or available to allow them to evaluate relevant outcomes. Perhaps more hopefully, evaluations argued 
the need for better data on children with disabilities, and encouraged donor organisations to ensure 
that these are supported within national systems and through their own monitoring and evaluation 
frameworks (e.g.,Norad Evaluation 35).

109.   Refugees, displaced persons and those affected by conflict. Interventions here focused on providing 
economic or other inputs to remove barriers or provide incentives for children to attend school. One of 
the main findings from these evaluations is that efforts to remove barriers can only succeed when equal 
effort is placed on expanding the availability and quality of schooling (UNICEF Evaluation 80). At the level 
of schools and teachers, the evaluations describe efforts to rapidly provide education during emergencies 
and reconstruct schools post-conflict (e.g., building temporary learning shelters, schools and teacher 
accommodation, the provision of textbooks and learning materials, recruitment of teachers, teacher 
training and coordination with partners including district government). Key reported challenges include 
the low quality of teaching, transitions into formal education, safety and security and lack of educational 
support for adolescents (UNICEF Evaluation 108). Evaluations found targeting approaches might not 
favour integration (refugee/host communities) and create friction between groups (WFP Evaluation 132). 
There is a need for more upstream focus on building crisis preparation and risk-management into sector 
planning and the capacity of national governments. This will require further coordination, including 
across different international organisations. As crises continue, for example in Syria, evaluations report 
a need to focus from rapid response to resilience with longer-term planning needed (UNICEF Evaluation 
79). Current challenges include struggles with transitioning to formal curriculum, restrictive enrolment 
policies and unclear pathways to adulthood for refugee and displaced youth.
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8. Country-level responses to the study

110.   To validate and enrich the findings of this evaluation synthesis, an early version of the study was 
presented at five country-level workshops held in Ghana, Guatemala, Lebanon, Nepal, and Peru over 
the period from May 20 to June 11.  Attendance was strong in all workshops with between 20 and 45 
participants. Representation included national ministries of education, development partners, and other 
national ministries and departments involved in monitoring and evaluation. A summary of the study 
findings, alongside an overview of evaluations in the dataset specific to their countries, was shared with 
all participants. Additional data were gathered through a short survey addressing the use, and potential 
for use, of programme evaluations in education in pursuit of SDG 4 Target 5. 

111.   National stakeholders reported that they 
primarily use domestic or national programme 
evaluations in their education policy-making 
and planning processes. They also cited 
the importance of national statistical data 
systems, where they often identified significant 
challenges and a need for ongoing support 
from development partners. In contrast, 
country stakeholders reported that they used 
evaluations from international organisations 
less frequently. In at least one country, 
stakeholders were unaware of the multiple 
international programme evaluations reported 
upon for their country in this evaluation 
synthesis. Nonetheless, workshop participants 
were confident that external programme 
evaluations could play a role of increasing 
importance in national policy debates and 
policy learning, with some modifications.

112. To this end, country stakeholders were eager to see how the evaluations sponsored by international 
organisations could be made more usable at the country-level to support their achievement of SDG 4 
Target 5. They proposed the following areas for further improvement: 

 ◗ More involvement of country stakeholders in the planning of external evaluations, including 
involvement in the identification of important questions, topics and in the design of studies;

 ◗ More coordination across international actors – with one country highlighting as a best practice a joint 
evaluation of their sector-wide programme;

 ◗ Creation of plain language summaries and other dissemination strategies to ensure wider uptake and 
use of evaluation evidence;

 ◗ Regular development of synthesised summaries of the evidence generated from both external and 
domestic evaluations to allow for better integration of different sources of evidence.

Box 8-1: Joint evaluation as best practice in 
Nepal 

Nepal had among the largest number of 
evaluations of any country in this study (5), 
including several that reviewed the country’s 
education sector programme.  Yet these studies 
were not well-known by national stakeholders.
Instead national stakeholders pointed to a joint 
evaluation of their sector programme not in our 
dataset as an example of best practice (Poyck, 
Koirala, Aryal and Sharma, 2016). This evaluation 
allowed the country to review their progress jointly 
with development partners. It was cited for its 
influence on national policies and the preparation 
of its new sector plan.  
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 ◗ Overall, there was good appetite for further collaboration on evaluation with international partners. 
Countries are eager to improve their ability to monitor and evaluate outcomes related to SDG 4 Target 5. 
More importantly, they are keenly aware of the equity challenges present in their national contexts and 
are motivated to learn from evidence on how to make progress in addressing them.
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9. Conclusions and recommendations

113.   Since the adoption of the Sustainable Development Goals, significant work has been carried out 
to support improved data and indicators related to equity and inclusion in education. The UNESCO 
Institute for Statistics (UIS), for example, has convened expert groups to work on indicator development, 
published methodological guidelines, and expanded its international database with education indicators 
to improve coverage across countries, years and dimensions of disaggregation (UIS 2018a).  UNESCO, GPE, 
UNICEF, the World Bank and other bilateral donors are also investing in national education management 
information systems that better capture data on equity and inclusion. Notable advances have occurred in 
specific areas, for example, new standards to support comparable statistics on disability sponsored by the 
Washington Group on Disability Statistics (Loeb, Mont, Cappa, Palma, Madans, Crialesi,  2018).

114.   However, the processes and mechanisms for monitoring and evaluating the equity impacts of 
different types of international educational interventions have evolved more slowly. As noted in 
previous sections, during the MDG era, equity and access objectives were sometimes conflated in donor-
sponsored interventions, leading to an evaluative focus on counting numbers of schools and children, 
rather than on evaluating equity in terms of survival and learning. Common measures and standards for 
monitoring the equity outcomes in programmes and projects tended to cluster around a small number 
of indicators, like gender parity.  

115.   The large volume and range of evaluations conducted with reference to educational equity 
and inclusion in different contexts has not been matched by a coordinated system to generate, 
synthesise and disseminate evaluation evidence related to equity and inclusion in education. The 
evaluations in the dataset studied in this report are largely designed to provide accountability to the 
agencies who are responsible for implementing the activities or programmes, or to donors who fund the 
specific activities under consideration. They are only indirectly designed as tools to support countries in 
their efforts to achieve SDG 4 Target 5. Nor are they explicitly structured to provide robust comparative 
evidence about what types of interventions will work to meet SDG 4 Target 5 or recommendations for 
replication and scale-up in different contexts. 

116.   Four key recommendations are proposed to help strengthen the effectiveness of the evaluations being 
conducted to meet these challenges. 

117.   Address evidence gaps: There is wide availability of evaluations of programs that target equity and 
inclusion; however, this is contrasted with uneven focus by level of intervention, target population, 
specific forms of exclusion and inequality and geography. Key gaps highlighted in the report include:

•  Most evaluations are focused on interventions in primary and secondary education and early childhood 
education. They mainly report on equity in terms of access. They provide limited data on equity in 
vocational education, adult education and tertiary level education.  

•  Evaluation evidence is strongest for interventions involving school feeding and conditional cash 
transfers. Evaluation evidence related to teachers and schools, including around system-wide school-
based management reforms, is limited and relatively weak.

•  Too little evaluation evidence is available on equity and inclusion as related to children with disabilities, 
and those from indigenous, ethnic and linguistic minority backgrounds.

•  Geographically, the evaluations cover fewer than half of UN Member States; however, they provide data 
about education in sub-Saharan Africa and other regions often neglected in systematic reviews. 



40

Recommendation 1 - Address evidence gaps:  Agencies should work together to address areas 
where there are key gaps in evaluation evidence for SDG 4 Target 5. Such gap areas include: 
evaluations on teacher development, alternative/non-formal education as well as evaluations of the 
equity implications of school-based management, school grants and other decentralisation reforms. 
A particularly important imperative for future evaluations is the question of how complex system 
level interventions can be better designed to reach children and youth with disabilities, as well as 
indigenous and ethnic minority groups. Evaluation funding should also be focused on areas where 
there are hopeful qualitative but limited quantitative data to support scale-up of interventions.  

 

118.   Contribute to stronger and more consistently available data:  Evaluations suffer from a lack of 
reliable, good quality, disaggregated data on those who are disadvantaged in education. Data on the 
equity dimensions of learning outcomes is especially lacking, as well as on disability, and intersecting 
inequalities. Without such data, most programmes and interventions have trouble accurately identifying 
target populations; and evaluation cannot demonstrate that interventions are generating strong 
outcomes and impact. This problem cannot be solved on a once-off basis by collecting data within 
individual evaluations – it requires investments in national capacity and data-systems.  

Recommendation 2 - Contribute to stronger and more consistently available data: Good 
quality national data on equity and inclusion is a global good. The evaluation offices of international 
organisations can support and contribute to national capacity by investing in the work of national 
partners when collecting data on equity, and supporting national stakeholders to engage in 
monitoring and formative evaluation. They can also join forces with national  technical agencies and 
data units to ensure that national data systems are strengthened. 

 

119.   Strengthen evaluation methodologies:  While the evaluations provide good qualitative evidence, the 
study highlights three main areas for improvement. First, there is limited use of robust experimental 
and quasi-experimental designs within evaluations conducted by the evaluation units of development 
agencies. Overall, evaluation findings related to cost-effectiveness and impact are also weakly reported 
in this dataset. At the same time, there is an urgent need to improve the uneven quality of evaluations 
of complex system-level interventions.  This study highlights examples of good practice for evaluating 
complex, multi-component interventions in education, including the use of theories of change to explore 
causal links between different interventions, the use of systematic cross-national comparative methods 
and the potential to embed better data collection and impact evaluations within the monitoring and 
evaluation strategies at the time of programme design. 

Recommendation 3 - Strengthen evaluation methodologies: Agencies should explore ways to 
strengthen their evaluations by i) incorporating stronger and more consistent equity measures; 
ii) embedding experimental evaluations into the design of system level programmes; iii) creating 
stronger standards (UNEG, 2014, 2016; OECD DAC, 2018) for the evaluation of system-wide reform 
programs in education, including through the use of theory-based methodologies;and iv) invest in 
the collection of cost-effectiveness data. Creating a common set of ’best practices’ for evaluation 
in these areas would lead to significant advances in the level of knowledge and evidence available 
related to SDG 4 Target 5.

 

120.   Synthesise and collaborate to make evidence more useful to national stakeholders:  The large volume 
and range of evaluations conducted with reference to equity and inclusion in education showcased in 
this report is not matched by a coordinated system to generate, synthesise and disseminate evaluation 
evidence in a manner that allows for aggregation and learning. The evaluations in this study are not 
primarily designed to build a shared knowledge base about what works for achieving SDG 4 Target 5 
across countries and organisations. Instead, evaluation questions are focused on understanding the 
organisational effectiveness of the agencies responsible for delivering the intervention or programme, 
with the sponsoring organisation as their main audience. Few evaluations are conducted jointly.
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Recommendation 4 - Synthesise and collaborate to make evidence more useful to national 
stakeholders: Building on the momentum generated through this collaborative study, and on 
recent UN commitments for greater collaboration and coordination of evaluation work (UNGA, 
2019), development partners should consider ways in which they can systematically coordinate, 
synthesise and promote learning from their evaluations. Effective strategies might include the 
creation of a registry of education evaluations planned or commissioned; commitment to regular 
international synthesis of evaluations; and routine efforts to link evaluation evidence to the wider 
research literature on what works. Even more importantly, evaluation offices should consider ways 
in which they can work more closely with governments and other national stakeholders to identify 
key areas where there are gaps in evaluation and to collaborate on all aspects of evaluation from 
design and identification of questions to learning and dissemination. 

 

121.   The overall purpose of this report was to understand how education evaluations undertaken by UN 
organisations can support the achievement of SDG 4 Target 5. As the report has shown, evaluations 
funded by UN- and other development agencies already play a critical role in ensuring international 
organisations are accountable to their donors and stakeholders. They present real-world examples and 
lessons learned to support policy-makers and other decision-makers at global, national and local levels. 

122.   International organisations now need to take important new steps to ensure that evaluations are more 
explicitly designed to contribute to a common evidence-base on what works in education equity and why. 
Better engagement of national stakeholders in evaluation design and more coordination among global actors 
can help to ensure learning and progress on equity and inclusion in education. Organisations should consider 
further investments in coordination, synthesis, national engagement and learning. This study provides a 
starting point for such future collaboration. 
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